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THE IMPROVEMENT OF ACCURACY OF AN APPROXIMATE
METHOD FOR EVALUATION OF EXPANDED
UNCERTAINTY THROUGH MODELLING THE CHANGES
OF COVERAGE FACTOR

Taking a simple case of direct measurement with a limited number of standard uncertainty
components as an example, the approximated method of evaluation of expanded uncertainty of
measurement| Ins becn presented. It has been assumed lhnl the knowledp about the convolution of

bles the expanded i ion which might be admitted to
be the accurate one. It made possible to carry out the comparative analysis of accuracy of the
approximated method of the expanded uncertainty’s estimation. Also it allowed to point out the
way of improvement in accuracy of this estimation by modelling variations of the coverage factor’s
values expressed versus variations of the ratio of a component standard uncertainty at the defined
most often used values of level of confidence a.

1. INTRODUCTION

The evaluation of expanded uncertainty of a measurement result is always related
to the necessity of choosing an appropriate method of evaluation, in accordance with
accepted rules [2]. It is most difficult to make a conscious choice, since apart from the
knowledge that every method of evaluation of expanded uncertainty is an ap-
proximated method, there is impossible to evaluate the degree of approximation
because there does not exist a defined method which can be consndered accurate.

Therefore, if we want to talk about the y of appi hods of
evaluation of expanded uncertainty, it is necessary to define such a method. It will
allow to the of certain approxis hod:

The measure of difference between the approximated method and the method
assumed to be accurate is defined by error

. fom—Sem L 100% 0}

where u,,,, is the approximated expanded uncertainty, and u,,. is the accurate
expanded uncertainty.
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We know that expanded uncertainty is described by equation
u,=k(@) u, 2

The coverage factor k() is the standardised variable of the distribution which is
a convolution of component distributions. The characteristic parameter of this
distribution is the combined standard deviation o, equal to the combined standard
uncertainty u,

N N
JEu= e »

where: j=1, 2,... N; u — standard uncertainty.

In order to calculate expanded uncertainty with assumed probability o, we should
know the distribution which is a convolution of j-th component distributions with
standard deviation ¢;, We have assumed that the knowledge of the convolution of

distributi allows to eval the ded uncertainty, and that it may
be considered an accurate evaluation [3, 4, 5].
As an example, we will analyse a direct measurement with a limited number of
errors. It is d that there appear random errors 4,
with dlsmbuuons closc to a normal distribution, as well as measuring devices errors
Ay which can be assigned a rectangular distribution. The combined standard
uncertainly for this case is equal

u, \/ra+u§ @

where: u, and u; — s\andard uncertainties of type A and type B.

Thisis a in . This is also a critical situation in the
evaluation of expanded uncertainty, since, because of the small number of component
errors, we cannot use the central limit theorem which would allow to accept the
assumption about the divergence to normal distribution of an unknown distribution

which is a lution of distrib
The knowledge of the convolution of normal distribution and rectangulax
distribution [1, 3, 4], calculated for various relationships between dard

on normal and rectangular distributions, allows to determine the values of coverage
factor k, which will be denoted kyg(x). Therefore accurate expanded uncertainty is
defined as:

U= Knr(%) 2, ®)

It can be shown that error defined by (1) is equivalent in this case to the error of
evaluation of coverage factor k()

| k(e)— kmt(“)l

A= @

-100 [%] (6)
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Because the calculation of the convolution of component distributions is highly
time-consuming, and because the information about the values of kyg(«) is not widely
available, approximated methods are used [2, 3, 4, 5]. The basic problem is the
evaluation of coverage factor k, which is the function of probability o and of the rat of
values ay/ay or the reverse ratio ag/oy.

2. THE ACCURACY OF EVALUATION OF COVERAGE FACTOR k()

One of the approxi d methods used to eval the coverage factor k(a) is the
method based on the hypolhesxs that an unknown convolution of component
distributions may be app: d by a distribution of greater d deviation
[3, 4, 5). This hypothesis is true for the boundary cases

if ?’-«: than  k(z) - ky(®)=2(2) ™
R

if Z!‘—-ec than k(@) - kn(@)=+/3-x ®)
N

where: ky(x) and kg(x) are standardised variable of the normal and rectangular
distributions, respectively.

However, this hypothesis does not determine the possibility of evaluation when
there is en equality relationship between the standard uncertainty, or if this
relationship is close to 1. The examination of error of this method, resulting from
relation (6) and described by relation (9) and (10) allows to draw some general
conclusions about the possibility of such evaluation [3, 4, 5]

| kn(@) | —kng(@),

e 100% ©)
5= ' "!("2;?5“5“) L 100% (10)

Figure 1 shows, for a chosen value of probability «=0,99, the changes of calculated
errors in the function of the ratio oy/og and oy/ag.

The conclusions from Fig. 1 may be generalised for all probabilities « in the range of
values 0,9<2<0,9973, assuming thal'

* for the ratio :" >1 and for < 2, the normal distribution, for which
k()= k,,(a), isa bettcr approxunauon of the convolution of distributions N * R.
* for the rauo = R 2 the rectangular distribution, for which k(x)=kg(a) is a better

N
approximation of the convolution of distributions N * R.
The error of this evaluation of k(x) does not exceed 23%, if the above relations are
fulfilled. The error is related to the value of probability «. The greater the value of o,
the greater is the error.
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k(a) = k() k(@) = kg(a)

Fig. 1. Errors of approximated method for x=0,99

3. IMPROVING THE ACCURACY OF THE EVALUATION OF COVERAGE
FACTOR k(a)

In order to improve the accuracy of approximate evaluation of k(x) we have tried
to make a mathematical model of the curve convergent to the curve representing the
changes of values of kyg(e). In order to determine the range of modelling we have
examined the convergence of kyg(«) to ky(a) in the range for which gy> 0y, and of
kyr(e) to kg(x) in the range for which o, > gy, for different, most widely used values
of probability a.

It can be shown that the convergence of kyg(x) to ky(x) for ay>0a, and of kyg(a)
to kg(a) for x>0y is different for different probability «.

Fig. 2 shows an example of examining the convergence of kyg(2) for «=0,95,
assuming that the values of coverage factor ky(0,95) and k(0,95) are within the range
determined by the error +4, whose relative value is +1%.

*When oy>0g, kyr(0,95) is convergent to ky(0,95) already for the ratio

aylo; =15

* When op>0y, kyr(0,95) is convergent to kg(0,95) already for the ratio

a;lon>1.

In the range where gy>ap, the value of kyg(2) relatively quickly achieves the
value convergent to the value of the standardised variable of normal distribution
ky(). 1t may be shown that for all considered probabilities « (Fig. 2) kyg(x) becomes
convergent to ky(x) when oy/ag>2.

In the range where 6, >, we can see a strong influence of normal distribution on
the convolution of distributions N*R. The values of kyg(x) converges to the

t ised variable of lar distribution much dower. For «=0.99 kyg(x)
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Fig. 2. llustration of convergence of the factor k,,(0,95) to the factor ky(0,95) where g >a, and to the
factor k,(0,95) where g, > g, with the assumed accuracy of estimation of convergence defined by an error
equal to +1%

achieves the convergence to kg(x) only for the ratio g/ >20 and for 2=0.9973 it is
respectively o g/oy=>50.
We have assumed the following modelling range:

1<®<10 and  1<%¥<2 an
N R

The reason for this choice is as follows: for a tenfold difference between the values of
component uncertainties, one of them becomes the dominant uncertainty which means
that the ining uncertainty is negligible. M ,for ay/o g >2the curve describing
the changes of kyg(x) has a constant value, convergent to a constant value of ky(a).
From among a number of possible solutions we suggest the equation describing
amodel of coverage factor k,,(x), convergent to kyg(x) in the range 0.5<0gg/ay<10.

kn(0)=A -exp[B-("“)L] 12
ON,

Figure 3 shows the curves of changes of k,(a), calculated from (12) for selected,
most often used probabilities o, and respective curves of kyg().

Table | comprises the values of 4; B and C for all considered probabilities « and
the values of modelling errors d,, described by relation (13).

| k(@) —knr(@) |
kenr(®)

o= +100% (13)
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Fig. 3. Coverage factors k() and their models k,,(a) versus ratio of the standard deviation of normal and
rectangular distribution, for chosen values of a

Tabela l. Values of modelling constants and modelling errors

_
k_(u):A-exp[B-( ") :I
TN,

|

} « A B 5, [%]
09 1.52 0.064 1.1
095 0.94 0.7 1.6
0.9545 127 041 20
0.99 044 1.69 29
0.9973 0.245 24 33

Table 1 shows that &, does not exceed 3.3% in the whole modelling range
considered, and it grows with the growing value of a.
We can obtain greater accuracy when we model the curve of changes of kyg(x)
separately for oy/ap>1 and gg/oy>1.
* For gg/oy>1 the equation (12) is a very good description of the model of
knr(®).
* For ay/op>1 k,(x) may be described by equation (14).

k,,(a)=A4»(Z")D<1n[3~<g)c] 14
X
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Fig. 4. Coverage factor k,,(0.99) and its model k,,(0.99) versus the ratio of standard uncertainties /ay for

2=099

0 Bl
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ORr/ON

Fig. 5. Coverage factor ky(0.99) versus the ratio of standard deviations a,/ay, for a=0.99

Table 2 Values of modelling constans and modelling errors

>y uy>u,

PR Y

k(u)=A-('”) -m[n-( :)] k(a)=4-exp[a»(—‘—‘) ]

ox s I

z A B c D |5[%] « A B c |&1%
0.9 143 | 306 | —0a2| om | o5 | 09 051 | 0078 [—05 | 06
0.95 18 | 29 025018 | 02 | 095 152 [ 024 |05 | 08
09545 | 19 | 28 024018 | 06 | 09545 | 1525(025 |05 | 05
0.99 223 | 30 04 |-026 | 02 | 099 155 | 0467 | —05 | 14
—037| 15

04 0.9973 136 | 0.73

0.9973 292 | 26 04 |—028
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Fig. 4 shows an example of changes of kyg(«) and k,,(«), calculated from (14), for
a selected value of probability «=0.99, for the case when oy>0g.

Fig. 5 shows k,,(z) calculated from (12) for the case, when oz >ay.

Table 3 comprises the values of 4; B; C; D, for all considered probabilities « and
for errors 6,. The modelling error d,, calculated from (14) does not exceed 1.5% in the
whole modelling range examined.

4. CONCLUSIONS

The problem of of the evaluation of ded uncertainty of’
results always raises question, since it is difficult to dec‘dc if a 20% error is big or small
in view of many other approximations made for eval of ded uncertainty. It

seems, however, that from the point of view of metrology it does make a difference
whether it is a 2%, 20% or 40% error. Since in the evaluation of uncertainty it is the
researcher who makes the decisions regarding both the values of some parameters and
the using of particular procedures, it is imperative that we should be aware of the resulls
of his decisions. Therefore it seems sensible to ish the eval of
uncertainty, which can be considered accurate, and to publish the results of
comparative analysis of accuracy of approximate evaluation methods used.

The model descriptions presented have reduced considerably the approximation
error of evaluation of expanded uncertainty for a common measurement situation,
The model descriptions included in Tables 1 and 2 may replace a comprehensive table
of values of coverage factor kyg(a) for the convolution of normal distribution and
rectangular distribution.
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POPRAWA DOKLADNOSCI PRZYBLIZONEJ METODY OCENY
NIEPEWNOSCI CALKOWITEJ PRZEZ MODELOWANIE ZMIAN
WSPOLCZYNNIKA ROZSZERZENIA

Streszczenie

Wykazano, 7 & oceny wspolezynni ia, ktdry jest zmienng standaryzowang
rozkladu bedgcego splotem 6 decyduje &ci oceny ni $ci calkowitej.
W celu zwigkszeni ici izonej oceny wspélczynni ia podigto proby i

y
modelu matematyczmego krzywej zmian wartoici wspolczynnika rozszerzenia, dla splotu rozkladu
normalnego i jednostajnego.



	C:\Users\sekretariat\Desktop\4(1998)\1.pdf
	C:\Users\sekretariat\Desktop\4(1998)\2.pdf
	C:\Users\sekretariat\Desktop\4(1998)\3.pdf
	C:\Users\sekretariat\Desktop\4(1998)\4.pdf
	C:\Users\sekretariat\Desktop\4(1998)\5.pdf
	C:\Users\sekretariat\Desktop\4(1998)\6.pdf
	C:\Users\sekretariat\Desktop\4(1998)\7.pdf
	C:\Users\sekretariat\Desktop\4(1998)\8.pdf
	C:\Users\sekretariat\Desktop\4(1998)\9.pdf

