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Abstract

The Histogram Test method is a popular techniquenadog-todigital converter (ADC) testing. The presenc
additive noise in the test setup or in the ADCIlit®an potentially affect the accuracy of the tessults
In this study, we demonstrateathadditive noise causes a bias in the terminadastimation of the gain t
not in the estimation of the offset. The estimatoror is determined analytically as a functiorttaf sinusoid:
stimulus signal amplitude and the noise standardatien. We derive an exact but computationally diffi
expression as well as a simpler closed form appration that provides an upper bound of the biashe
terminal based gain. The estimators are validatedenically using a Monte Carlo procedure witnglated an
experimental data.
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1. Introduction

The Histogram Test (or Code Density Test) is widedgd in analog-to-digital converter
(ADC) testing [1]-[3]. This method allows the es#tion of different ADC parameters,
namely the transition voltages, code bin widthsegnal non-linearity, differential non-
linearity, gain, and offset error. The estimatarys these parameters are affected by the non-
ideal effects of the test setup or in the ADC ftsainong which are additive noise [3]-[5],
phase noise and jitter [6]-[8], stimulus signaltadiigon [3], and frequency error [9], [10].

In this paper, we study the influence of additiwése on the estimation error of the ADC
gain and offset error through numerical simulatiasswell as experimental measurements.
This is useful not only to statistically characterithe results obtained when testing an ADC
but also to be able to correct the estimates méEdle.latter is possible when the amount of
additive noise present is known or can be deterthifiis source of uncertainty needs to be
taken into account when computing the measuremasgrtainty of ADC-based instruments
[11], [12].

This paper is an update of [13] where we have adapdrimental results that validate the
analytical expression presented.

In section 2, we introduce the terminal based dedim of gain and offset error. In section
3, we derive the errors of the estimators. In secti, we validate the numerical results from
Monte Carlo simulation and in section 5 we validdie estimators through experimental
measurements. Finally, we draw some conclusiosgétion 6.
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2. Terminal Based Gain and Offset Error

The purpose of an ADC is to convert the values adraent or voltage present at the input,
which is a continuous variable, into a digital wdfdht should represent that input. That
relationship, between the input variable and outpgital words (or codes) is known as the
ADC transfer function and is determined by the AD@nufacturer [14]. In the rest of the text
we will consider that the input variable is a vgkta There are different types of transfer
functions. One of them, used with bipolar ADCghis mid-riser (also known as “with no true
zero”) which is represented in Fig. 1. Variabjgrepresents the ADC number of bits dfsl
the full scale voltage.

output code

A
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input
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Fig. 1. lllustration of the transfer function obgolar ADC. This type of transfer function is knowas mid-riser
or “with no true zero”.

Each output code corresponds to a range of inpitaag® values (horizontal lines). Given
an output code one cannot determine exactly whiah tlve input voltage at the time of the
sampling and posterior analog-to-digital conversitbris conventional to adopt the middle
point of the ranges mentioned as the value ofripativoltage for a given output code (black
circles).

The transition voltagedy, define the ADC transfer function, that is, th&@atien between
input voltage and output codk, For an ideal ADC, the transition voltages of thensfer
function, defined as in Fig. 1, are

Tjdeal - _ps+ kg (L)
They are equally spaced by an amaQrgiven, from the definition of the transfer functjo

by

Q=="p—. (2)
o'b

In an actual ADC, the real transition voltages véd different from the ideal ones. To
express those differences several parameters atk Uie/o of those are the ADC gain and
offset error. They can be defined in different waljy@o of the most used are therminal
Based Definitiorand thelndependently Based Definitigh]. In this paper we will focus our
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attention on the first one. According to therminal Based Definitigrthe offset error plus the
product of the gain by the first and lastl transition voltages, results in the first and last
ideal transition voltages respectively. Hence the dedign “Terminal Based” refers to the
fact that the definition is based on the extrenfab@transfer function, that is, on the value of
the first (lowest) and last (highest) transitiontages. So that the gai®) and offset error
(O) satisfy the definition if they are computed witie following expressions [15]:

L -F.
— ideal " ideal _
G= L-F and O= I:ideal

~GIF. 3)

To simplify the notation, we introduced the vargbF =T, andL =T, .

When testing an ADC with the Standard Histogramt Ves obtain an estimate of the
transition voltages (not the real transition voltislg From those estimates we can compute the
estimated ADC gain and offset error using

G~ Lideal Lideal 4oq p_p _G.F.

L=r (@)
The “hat” symbol over the variables means that teyan estimate and not the actual values
for the ADC under test.

3. Derivation Of The Estimation Bias

The presence of additive noise, which is a stochasgtrturbation of the voltage sampled
by the ADC, causes all the quantities estimated wlite Histogram Method to be also
stochastic variables. This is so for the estim&®Bd&€ gain and offset error given by (4) since
they are determined from the estimated valuesefitht ) and lastl() transition voltages.

The expected value of the estimates given by (4) lma computed from the statistical

properties off and L. This can be done using
1(3%g 2 &g o’g >

E{gl=g+= oL+ ro,o, +—=0% |,
21 52 ¥ axoy XY 6y2 y

®)
whereg is a function of two random variablgsandy with correlation coefficient [16], p.
156. The function and its derivatives are evaluattd=E{x and y=E{y}. In this paper,
however only the first term in (5) is going to beed. This leads to a poorer approximation,
however, since the analytical expressions for ebgoewalues ok andy (F and L in the
context of this paper) that are going to be usedl@@mselves coarse approximation for their
exact value, it would be unnecessary to considersdtond term in (5). This choice will be
numerically validated later using Monte Carlo siatidns.

The expected value of the function will thus be sidared equal to the function of the
expected value. Using (4) leads to

L -F

A\ _ Tideal " ideal A — a I

E{G}‘ E{z}_E{ﬁ} ’E{O}‘Fideal_E{G}'E{F}'
(6)

In [17], the amount of overdrive to use in ordemmimize the error in the estimation of
the transition voltages due to additive noise waslied. There, an expression for the
computation of the expected value of the transitrottages estimated with the Histogram
Method has been derived,
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— 1 1 Uk+cos((p)
E{Uk}~ cos{ﬂ§+§erf(\/§—0_ﬂ) o,
(7)
whereUy and ¢, are the normalized values of transition voltagd additive noise standard
deviation. They are obtained from the real valwedtdges) by subtracting the stimulus signal
offset C (just in the case of the transition voltages) dindding by its amplitudeA. These

normalized values make the derivations clearercamdeasily be converted back to voltages.
Note that the expected value of the estimated ittansvoltage, U, ,given by (7) depends
on the actual transition voltage . It is, however, safe to use the ideal value efttAnsition

voltage in place of the actual value which is unknpsince typically they are similar.

In order to simplify the presentation, it is assdmee are dealing with an ADC that has a
mid-riser transfer function like the one depictadrig. 1. In this type of transfer function the
transition voltages are symmetric which eases tia¢gytical derivations. One has, thus,

Yideal = Fidea=F>~ @ (8)
where (1) and (2) were used. Using this it is gdedo write (6) as
-~ 2(FS-0)
B
ElOl=-FS+Q-E|G|-E{F
(0] -rs+0-E{G) E{F| o
Also, expression (7) is odd in relation@. Leading to
E{Z} = —E{ﬁ}
(10)
Using (10) it is possible to write (9) as,
E{@}=FS_AQ and E{5}=O.
E{L} 1)

This shows immediately that the offset error eston& unbiased since its expected value is
equal to its ideal value which is zero.

Inserting (7) into (11) and using the ideal valaethe last transition voltage in place of the
actual value in (7), leads to

a5
R A_Q+cos(¢))
—Cos _[[ §+§er( \/ian )de

(12)

In [17] a careful analysis of the dependence pfofY the values of the transition voltage
and the additive noise standard deviation was ezhrmout. It was possible to determine the
maximum value of the estimation error of the traasivoltages for a given additive noise
standard deviation. The expression obtained was

eUmax zo-—s”’ for o0, <0.1,
(13)

e .
where u U (14)
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This is valid for values of normalized noise stadddeviation lower than 0.1 which is
equivalent to having a noise standard deviationelothan 10 % of the stimulus signal
amplitude, a situation generally encountered inctwa. Using this, an approximate
expression for the upper bound of the expectedevalthe normalized transition voltage is

E{U}<U+O-?” for o, <0.1.
(15)

Using (15) in (11) leads to

FS-Q

E{(A?}<FS—%.
—Q+?

(16)

Considering that the ideal code bin wid@®) s much smaller than the ADC full scafeq}, it
is possible to write (16) as

E{(A]}< i .
5+ -1V
FS (17)
The relative error of the estimator, defined by
E{Gl-G A
e A { (i ideal =’E{G} 1,
G ideal (18)
is thus
1 Oy
& <-HVv
G S5 FS (19)

This expression allows the determination of an ugdpsund on the relative error in the
estimation of the ADC gain using the Histogram Methlt can be seen that this upper bound
is proportional to the standard deviation of theitgk noise ¢r,) relative to the ADC full

scale ES).

4. Numerical Validation

In order to validate the derivations presented lagr@ the approximations made, namely
the substitution of the expected value of a fumchy the function of the expected value of its
argument in (6), the use of expression (7), derived17] and which is in itself an
approximate expression and the upper bound onstimaation error of the transition voltages
made in (13), a Monte Carlo procedure was useaollisists in repeatedly simulating a
sinusoidal stimulus signal corrupted by additivdseoand using the Histogram Test to
estimate the terminal based gain and offset ofallsited ADC.

In Fig. 2 the expected value of the estimated A gs depicted as a function of the
normalized additive noise standard deviation (bleickles). The vertical bars represent the
confidence interval for a 99.9 % confidence levetained with 1000 repetitions of the
Histogram Test. It can be seen that the resultfooonto expression (12) which was derived
here and which can be used to analytically detegrthie estimation error. The dashed line is
the representation of expression (15) which givesuand for the estimation error and which
is much easier to use than (12).
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Fig. 2. Expected value of the estimated ADC gaia &sction of the normalized additive noise stadda
deviation for a stimulus signal amplitude of 1.2TWe circles represent the values obtained nuniridde
vertical bars represent the confidence interval®89.9% confidence level. The solid line is tepresentation
of expression (12) and the dashed line is the semtation of (17).

In Fig. 3 the same information is depicted but nogsing 5% overdrive. Again the
numerical results obtained are in conformance tighanalytical expressions presented here.
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Fig. 3. Expected value of the estimated ADC gaia &sction of the normalized additive noise stadda
deviation for a stimulus signal amplitude of 1.05TWe circles represent the values obtained nuagric he
vertical bars represent the confidence interval®f89.9% confidence level. The solid line is tepresentation

of expression (12) and the dashed line is the septation of (17).

Table 1lists the values of the parameters of the tesipsesed in the numerical simulation.

Table 1. List of test setup parameters used imtimerical validation.

Test Parameter Value
Number of Bits of the ADCr,) 8
ADC Full Scale ES) 1vVv
Sinusoidal Stimulus AmplitudeAj 1.05Vand1.2V
Sinusoidal Stimulus OffseC] 0
Number of Samples\) 1000
Additive Noise Standard Deviatiowr) 0to 0.1xA
Number of Repetitions 1000
Confidence Level 99.9 %
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In Fig. 4 it can be seen that the estimation eafothe ADC offset is in fact null, as
demonstrated earlier.
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Fig. 4. Expected value of the estimated ADC ofésetr as a function of the normalized additive agitandard
deviation for a stimulus signal amplitude of 1.0%5/%6 overdrive). The circles represent the vahleained
numerically. The vertical bars represent the canfak intervals for a 99.9% confidence level.

5. Experimental Results

In order to evaluate further the derivations présérearlier and compare them with the
numerical simulation results, experimental validatiwas performed using the same test
parameters listed in Table 1. Although many factans affect the accuracy of ADC testing,
we considered that all these factors are negligédeept noise. The experimental setup
consists of a data acquisition board attachedhosa PC. Two signal generators were used.
The first one acts as the signal source which presluhe stimulus signal. The second one
acts as the noise source to model additive noigdbarsystem. The outputs of these signal
generators were then connected to two separate oithe data acquisition board using coax
cables about one meter long. The data acquisibancbis attached to the host PC through the
PCI Bus. The host PC controls the signal generatooigh a USB interface. Table 2 shows
the specifications of the test setup.

Table 2. Specifications of the experimental tetise

Component Specifications
Host PC CPU: Pentium 4, 3GHz, OS: Windows XP, Memory: 2GBWR
Signal generators Agilent 33210A — 10MHz Functioti&ary Waveform Generator

(calibrated) [18]

Data Acquisition System Hardware: National Instrument PCI-6220 (not calibdy
Software: National Instrument Labview 8.6.1

Cables RG58 coaxial

Connectors BNC type

In Fig. 5, it can be seen that for the case ofdd#rdrive, the experimental ADC gain
measurements conform to the values calculated Iy e$timator such that the curve
representing expression (13) follows closely th@eexnental curve and lies within the
confidence intervals.
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Fig. 5. Expected value of the estimated ADC gaia &sction of the normalized additive noise stadda
deviation for a stimulus signal amplitude of 1.05TWe circles represent the values measured expetaity.
The vertical bars represent the confidence interf@la 99.9% confidence level. The solid linehis t
representation of expression (12) and the dasheddithe representation of (17).

We observe that we get very high accuracy in theeemental results such that the
theoretical curve matches the experimental reslidtsely justifying our initial premise that
only the additive noise that we introduced into thyestem is the primary source of
uncertainty.

Fig. 6 shows that the estimation error of the teahibased offset for 5% is in fact
negligible which agrees with the analytical resWithout loss of generality, we state that the
estimator for the terminal based offset is unbidsethe presence of additive noise.

x10°

08 5% Overdrive

06

04

02

os t T T

-04

06

08

(o2

n

Fig. 6. Expected value of the estimated ADC ofégetdr as a function of the normalized additive a@tandard
deviation for a stimulus signal amplitude of 1.0%5/%6 overdrive). The circles represent the vahleained
numerically. The vertical bars represent the canfak intervals for a 99.9% confidence level.

6. Conclusions

In this paper it was shown that, using the HistogMethod, the presence of additive
noise causes a bias in the estimation of the tednb@sed gain of an ADC but does not cause
a bias in the offset error estimation.

Two analytical expressions were derived to compliéeestimation error. The first,
expression (13), allows the calculations of theeex@d value of the estimated gain with a

10
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high degree of accuracy when the additive noiskess than 10 % of the stimulus signal.
Usually the additive noise is much lower than 1&84his expression is quite accurate - the
lower the noise the better. It is however not aetbform expression and thus it is difficult to
use. However, it is valuable when accuracy is dedeifhe second one, expression (20), is a
simpler expression that provides an upper bounthemelative error of the estimation. From
this expression, we derived a rule-of-thumb that ilative error of the estimation is lower
than one fifth of the noise standard deviationtretato the ADC full scale.

Therefore, the analytical expressions derived is #tudy were shown to be accurate,
based on numerical simulation as well as experiateatidation.
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