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Abstract

This paper deals with the experimental validatibthe suitability of the method for measuring radiariation:
of components on the process tool. The tests weducted using a computerized PSAG6, which was cosa
to a Talyrond 73. The reks of measurement of roundness deviations as aglfoundness profiles wi
analyzed for a sample of 70 shafts. The roundnes&iions were assessed by determining the expetal
errors, while the profiles obtained with the testlVice were compadeto those registered by the refere
device using three correlation coefficients.
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1. Introduction

The method for measuring roundness profiles onpiteeess tool which bases on the
variations in the component radius belongs to aigraf non-reference methods. It requires
fixing a component in the centres, rotating it aedistering the variations in the radius in the
rotation angle function by means of a probe fitmependicular to the axis of rotation
[1, 2, 3].

The measurement data may contain an error, whioklaged to the type of probe applied
and the accuracy with which the center holes wemdanThe method error was determined
theoretically [4]. It can also be estimated expemitally by comparing the results obtained
with the tested instrument to those from the refeeeinstrument. This paper discusses the
results of statistical tests and calculations f& &nalyzed and reference instruments, PSA6
and Talyrond 73, respectively. The assessment wade mising the experimental error of
roundness deviation and the correlation-based cosgoma of the measured roundness
profiles. In statistical testing, we used a sangbl@0 ground shafts with center holes selected
at random from a batch. The measurements were ctedlunder laboratory conditions at the
Kielce University of Technology, applying equipmesuitable for measurement of form
profiles.

The sequence and range of the calculations wedmlass:

a. Determination of the experimental error of thetmd for measuring roundness profiles,
according to the principles of statistical inferenctaking roundness deviations into
consideration:

— the procedure for the estimation and test of digpniice for the mean value of the

experimental error [1, 5],

— the procedure for the estimation and test of gSiggmice for the variances and mean

deviations of the experimental error [1, 5],
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— the estimation of the confidence interval of a Engethod error and measurement
accuracy,
— the procedure for the test of concordance betweeistribution of the method error in a
population with the theoretical distribution [1, 6]
. Statistical comparison of roundness profilesgi$he correlation calculus:
comparison of roundness profiles by means of ccosselation coefficients,
comparison of roundness profiles by means of Paadioear correlation coefficients,
comparison of roundness profiles by means of Spaaismank correlation coefficients.
First, the reference instrument, Talyrond 73, wesduto measure the roundness profile of
each component of a sample. In this way, a reahdoess profile was obtained. The
measurement results for a given roundness prafilie digital form and the values of the
roundness deviatioddZ, and the amplitudes of the particular harmonicghis profile were
transmitted to the memory of the test-stand compute
Statistical inference, i.e. drawing conclusionstlo@ properties of the general population
basing on the results obtained for a sample or Emngyvawn from this population, requires
estimating the values of the parameters of theilligion (point estimation), determining the
confidence intervals (parameter estimation) oringsstatistical hypotheses. To reduce the
probability of errors to a minimum, it was necegdar
— select an appropriate statistical method accordinghe data concerning the analyzed
properties and the tests to be conducted,
— use arepresentative sample,
— strictly follow the procedure of each statisticathnod,
— apply the statistical methods selected for eadiotdyg once,
— maintain the assumed level of significance througltioe entire statistical hypothesis test,
maintain the assumed level of confidence when deteng the confidence interval.

(o

2. Experimental error

The basic method for identifying the accuracy oh@surement instrument is to compare
its results with those obtained by means of a esi@® instrument [1]. One of the most
important parameters used for this purpose isxtperanental errorAEBM) described by the
following relationship:

AEBM =50 (1)
Yi

where: AEBM— experimental error,
X;— measurement result obtained with the testedumsint;
yi —measurement result obtained with the referenceumnt.
The calculated experimental errors were used terchehe the accuracy of the analyzed
instrument and, accordingly, validate its suitapifor certain applications.
Table 1 shows ranges of relative method errordkshed in our previous research and the
corresponding applications.
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Table 1. Ranges of relative method errors in serfagture measurement and the corresponding appiisg1].

Measurement accuracy Type of application
range [%]
2%+ 5% Measurement of standards:
roughness, waviness, form profiles
5% + 15% Scientific research
10%+ 25% Measurement of surface texture under

industrial conditions

3. Statistical determination of the method error ughg roundness deviations

A sample consisting of 70 ground shafts was usegstablish the experimental error
through statistical testing. The analysis included:
— the estimation and test of significance for the meaue,
— the estimation and test of significance for thearazes and mean deviations,
— the estimation of the confidence interval of a Engiethod error for the assumed
confidence,
— the determination of the concordance of the distidm of the method error in a
population with the theoretical distribution .

3.1. Procedures for the estimation and test of sfgpance for the mean value of the
experimental error

In order to compare the mean values of the expaitimherror, it was necessary to measure
roundness deviations in the same cross-sectiomg) tisree different instruments. First, the
value of the roundness deviation was establishethégns of the reference instrument, i.e.
the Talyrond 73, with higher spindle rotation a@ay (spindle runout of 20 nm). Then, the
experimental errors were calculated. Their meanesivere determined using the following
relationship:

AEBM :EZAEBM“ ()
n=

where:n —number of samples,
AEBM - relative method error of the roundness deviatfon each element
of the sample.
The mean value of the method error in the analymgullation was estimated using the
following procedure:
a. Determine the method error including the rousdraeviation of the profile measured at a
computerized test stand,
b. Estimate the mean value of the method error,
c. Estimate the interval of confidence for the meatue of the method error with normal
distribution and the unknown mean deviation usimgfbllowing formula:

=S S S
- - 3
(AEBM upD\/—H,AEBM+ upD\/—ﬁj 3)

where: AEBM —the mean value of the method error,
s —the calculated mean deviation,
up —the quantile of the normal distribution read frdm tables in Refs.[1, 6, 7, 8].
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To explain whether or not the divergence between ritean values is random, it was
necessary to conduct a test of the means for avdase the values of the mean square errors
are unknown. The mean values could be thus compgrediculating the value &f from:

=X @
S, Dfi+i
nl n2

where:x, , X, - the mean values being compared,
Ny, i, — number of measurements,

s = (n -1 +(n,-2)08 (5)
’ (n1—1)+(n2—1) ,

where: g, $ — mean square errors of the measured valueg ®f x

The calculated value of was compared with its critical value, t(P, k) rdexn the tables

in Ref. [1]. The critical value is determined whEn= 0.95 and the number of degrees of
freedom is calculated from the following relatioipsh

k=n+n-2. (6)

If ts exceeds the critical value, it can be assumedthigatiivergence is significant; if not,
the divergence is random (insignificant).

3.2. Procedures for the estimation and test of sfgrance for the variances and mean
deviations of the experimental errors

When establishing the relationships between theanees, one needs to estimate and test
the significance for the variances. This is pattidy important when the accuracy of
instruments is checked.

The procedure to estimate the population variancefcase when the mean value of the
method error is unknown involves:

a. calculating the variances value according tddhaula:

§:H%f§¥AEBM—AEBMy, )

where:n —number of samples,
AEBM — the method error for the measurement of an elemehe sample,

JEBM - the estimated mean method error for the sample.

b. calculating the value of the coefficient F usihg following relationship:
2

S _
g—F>l. (8)

The calculated value of the coefficidatwas compared with the critical value read from
the tables in Ref. [1]. If the value &f is greater than the critical value, the divergence
between the analyzed variances is significant. HewevhenF is less than the critical value,
the divergence is assumed to be random (insignifica

38



Metrol. Meas. SystVol. XVIII (2011), No. 1, pp. 35-46

3.3. Estimation of the confidence interval of a gl method error and measurement
accuracy

The confidence interval of a single method errortfee assumed level of significance
was read from the normal distribution tables. Towficlence interval was calculated using the
following relationships:

(AEBM-u,(5  AEBM+ yO} (9)

where: AEBM — the mean value of the method error,
up —the quantile of the normal distribution,
s— the mean square deviation of the method error.
The measurement accuracy of the analyzed methoslsletarmined using the following
relationship:

DP=[AEBM+ y, (% . (10)

Formula (10) was used to qualitatively assess thasorement accuracy of each method. It
included roundness deviations of the components fiagiven statistical sample, which were
measured twice: first with the reference instrumemd then with the tested instrument.
Accuracy defined in this way includes experimergaiors related to the systematic and
random errors of the measurement of this deviation.

3.4. Procedure for the test of the concordance bedtw the distribution of the method error
in a population with the theoretical distribution

All the considerations were based on the assumphiainthe results of the experiment are
distributed normally. The doubts concerning thenmality of distribution will be finally
dissolved if the procedure for the tests of thecoodance between the method error
distribution and the theoretical distribution ispaed. In this analysis, we used one of the
most popular tests determining the level of conapnce with the normal distribution — tegt
[1, 3].

3.5. Assessing the results of statistical teststfer method error

Table 2 includes results of the statistical tedtthe method error established for the
measurement of radius variations on a procesddoa sample of 70, estimation of the tests,
estimation of the confidence intervals and testcmicordance between the method error
distribution and the theoretical distribution.

The mean values of the relative experimental eofothe method and the confidence
intervals of a single value of the error indicdtattthe accuracy of measurement of roundness
deviations for the analyzed samples ranges from tt026% [1].

Table 2 shows results of statistical testing of@élkperimental method error calculated
with respect to the Talyrond 73. The significanest ffor the mean values and the variances
indicates that the divergence between the valdeslated on the basis of the randomized test
and the critical values is random. The test of ood@nce with the theoretical distribution
confirms that the results of the experimental earerin agreement.

The statistical testing of the experimental err@dm it possible to calculate the accuracy of
the method for measuring roundness profiles onptieeess tool based on the variations in
component radius. The accuracy was approximatedg, Mhich confirms the instrument
suitability for analyzing surface structure undwtustrial conditions.
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Table 2. Results of the statistical determinatibthe experimental error for the PSA 6 based orrdlsalts
obtained by means of the Talyrond 73.

Sample type Ground shafts
Number of samples 70
Observed value oAEBMyin 0.000
the method error | AEBM,,.x 0.253
Mean value 0.081
Confidence interval for P=0.99.0810.013
(up=1.96)
Test of significance for the mearandom divergence
value
Test of significance for the variangeandom divergence
Mean deviatiors 0.056
Test of concordance with th&he error distribution in concordance
theoretical distribution with the theoretical distribution
Method accuracy MA [%] 18 %

4. Method for comparing roundness profiles by meansef the correlation calculus
4.1. Comparison of roundness profiles using cross+elation coefficients

The analysis and estimation of the experimentalhoteterror were used to assess the
suitability of an instrument for accurate measuneimk is extremely important to determine
how similar the measured profiles are, becauserdtieally, an instrument may provide us
with approximate results despite the fact that emletely different roundness profile is
registered. It is possible to visually compare twsults obtained for the same cross section
with different measurement instruments. The conspari however, is only of qualitative
character. To compare the measured profiles ga#agty, one needs to use the correlation
calculus [1], by determining the cross-correlationction.

It can be represented using the relationship ferstircalled coefficient of concordance:

2] Z, 0)Z, (®+ o) do
r(%): 2 ° 2 '
[ 27 (@)do+ [ Z2,(¢) dp

(11)

where: 4(¢) — profile measured by applying the tested method,
Zw(¢) — profile measured using the reference method,
¢o — shift between the measured profiles.

The coefficients can be used to compare even desimgasurement result. They may
range from —1 to 1. When the cross-correlation fadeht is negative, there is definitely no
agreement between the measured profiles. Posiieicients can be estimated basing on the
rules provided by I. P. Guilford [1].

For the entire sampla & 70), we determined:

- the mean value and confidence interval,
— the confidence interval for a single cross-corretatoefficient.

Using the calculated mean values of the coeffisi@fitconcordance between the compared
roundness profiles and the estimated confidenesvals for a single value of the coefficient
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one can assume that the correlation between theamuh roundness profiles, i.e. ones
measured with the radial method and ones obtainéd thve reference instrument is very
high. This is confirmed also through qualitativés(:al) comparison of these profiles (Figs.1

and 2)

Table 3. Results of statistical tests of crossealation coefficients for the pair of instrumentse tPSA 6
and the Talyrond 73

Sample type Ground shafts
Number of samples 70

Observed min 0.9313

value max 0.9998

Mean value 0.995
Confidence interval for P=0.95£1.96) 0.995:0.002
Mean deviatiors 0.009
Confidence interval for the variances 0.009:0.00002

Figures 1 and 2 show the visual comparison of roasd profiles measured using the
reference instrument (Talyrond 73) and the analyrestrument (PSA6). The results
illustrated below were obtained for three composavith different values of the coefficients
of concordance.
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Fig. 1 Visual comparison of two roundness profilesectangular coordinates measured with two diffie
instruments (the Talyrond 73 — solid line, the F&SA dotted line: a) comparison for component Ngct6ss-
correlation coefficient 0.9994), b) comparison domponent No 26 (cross-correlation coefficient 889 c)
comparison for component No 68 (cross-correlatimefficient 0.9951)
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Fig. 2 Comparison of the amplitude spectra ofrtwndness profiles measured with two instruments: t
Talyrond 73 — shaded bars, and the PSA 6 —whit& bjuicomparison for component No 16, b) comparieon
component No 26, ¢) comparison for component No 68.

4.2. Comparison of roundness profiles using Pearsolinear correlation coefficients

An alternative solution for a cross-correlation dtion is to apply the Pearson’s linear
correlation function to assess the concordanceaflgs. The comparison required changing
the coordinates of the measurement points into itidps and phase shifts for harmonics
from 2 to 15. That was possible by applying a Fasirier Transform. The estimation was
carried out using the obtained values of amplituafethe particular harmonics. Establishing
the concordance between profiles by means of pttafis was less important as this testifies
to the repeatability of positioning of a componenan instrument [1].

Once the values of the amplitudes of the harmofics the two instruments (the
reference measurement instrument and the PSA 6¢ wmuped into 14 sets for each
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harmonic number, they were statistically analyzedjich involved establishing the
coefficient of correlation between the amplituddstitee harmonics obtained by using the
reference method and the tested method. Then, #texnof the correlation coefficients was
calculated.

Pearson’s correlation coefficients were calculaigidg the following relationship:

SXYn

r= ,
S B, 42
where:S,y, - covariance of the Xv; sets,
S« - mean deviation for the values of theskt
Sw»- mean deviation for the values of thes¥t.
1< — —
SXYn = H El (CXri] - an)( CYn - C(n)’ (13)

where:Cy, - values of the amplitudes of the particular harrostior profile 7 (¢)

Cxn - mean value of the amplitudes of the particulanuanics for profile £ (¢)
Cy, -values of the amplitudes of the particular harmsfae profile Z (¢)

Cvn - mean value of the amplitudes of the partichlnmonics for profile £()

The SADCOM program was used to calculate the catroel matrices. The results are
tabularized in Table 4. Using the I.P. Guilford legbone can determine the relationships
between the obtained correlation coefficient and tlegree of correlation between the
obtained roundness profiles.

Table 4. Pearson’s correlation matrix for measurgmby applying the tested method and the reference
measurement instrument Talyrond 73

% Macierz korelacji Hi= E
ik

H 2
B [Hamon]2 [3 [4 |5 [6 [7 [8 [o o [ e 18 [ha 15
—E 0987 011 007 0253 -011 008 -026 002 0082 0133 014 011 015 016

3 010 0998 -065 0160 0681 0011 -037 0514 0310 0306 0,01 0068 07182 0,108

4 005 065 0998 006 048 0264 0588 015 0049 002 0184 0128 0205 0,19

5 0236 0,161 006 0994 0121 0221 -001 008 0050 0390 -007 0216 0341 0000
6

7

8

K

A

0,10 0681 -047 0099 0996 01388 -023 0,113 0227 0279 0176 0302 0262 0215
007 0032 0263 0,142 0,142 0987 0333 002 0123 0115 0,10 0481 0292 0481
028 039 0603 000 025 0317 092 000 -016 -007 0062 0140 0356 0411

9 004 0496 013 005 0,117 -004 0049 0978 0200 0,08 -008 004 0155 0282 -

10 0053 0356 0039 0095 0293 07160 010 0228 0975 0073 005 004 0028 0111

n 0111 0321 -000 0389 0292 07150 -005 0,101 0075 0968 -000 0151 0219 0,102

12 016 0110 07165 002 0232 007 0076 011 -0,11 0040 0874 0215 -001 000

13 006 0009 0179 0231 0334 0506 0214 -005 -015 0091 0113 0917 0222 0294

14 0,10 0230 0,142 0309 028 0308 0331 0,127 0022 0213 -007 0015 0953 0246

15 0,16 0075 07189 0058 0,161 0390 0438 0287 0015 0007 -003 0247 0249 093 |
it 2],

In addition, the hypotheses were verified for eaolrelation coefficient by calculating the
statistic according to:

t=—=—=[NQ/n-2, (14)

where:r, — estimated correlation coefficient,
n — number of samples.
After assuming the probability (P = 0.95) and thenber of degrees of freedom € 2),
we read the critical valuesq,tand compared them to the statistic, t. It was thessible to
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define whether or not there exists any correlatlanthe correlation matrix, the highlighted
numbers indicate that the correlation occurs, witese in a white background represent null
correlation.

4.3. Comparison of roundness profiles using Speanisarank correlation coefficients

Another function used to compare measured roundmesfiles is the Spearman
correlation. Since the method has previously protede effective, it was used for this
analysis. The basic definition of Spearman’s catreh function is as follows: if the
compared properties can be ordered increasingy, iths possible to apply a rank correlation
function. This was particularly significant in tlegperimental tests conducted as part of this
analysis. Determining Spearman’s rank correlatioefficients for measurement of different
components will imply that there is a correlati@ivieeen the obtained roundness profiles.

The procedure to derive Spearman’s coefficientghef rank correlation between the
amplitudes of the particular compared roundnestl@savas as follows:

— determining the amplitudes of each harmonic inXhend Y sets, from the highest to the
lowest according to variablerZand then according to another variable, iy, Z

— for each pair of ranksZand Zy, determining the differend® by subtracting the lower
rank from the higher one,

— assessing a rank correlation coefficient usingoh@ula

6D
r=1-—2n 15
s n(n*-1) (15)

where: D, — sum of squares of differences between the ramtermined by means of
relationship (16)
n— number of samples.

D, =3 (1,1, (16)

where:ry — rank of an element of the 3ét,
ryi — rank of elements of the ¥et.

As shown in Table 5, the calculated coefficientshef rank correlation between the values
of amplitudes of the particular harmonics for eaample were given in the form of the
matrix of Spearman’s correlation coefficients. e imatrix, the null correlation results were
highlighted.

Table 5. Spearman’s correlation matrix

i Macierz korelacii [_IOI=
Blic

EI -
Bl [Harmon|2 [3 [a s |6 [z 8 [o [o [n [z s a5 ]
0063 10097 011 0335 0045 001 024 0011 0129 0269 004 004 008 |-027
0109 0995 064 0182 0648 0036 -036 0470 0352 0815 0098 0055 0197 0021
010 063 0996 003 047 0280 0526 000 0084 0005 07104 0103 0138 0235
0324 0200 008 0994 0211 0827 0020 -003 0060 0846 012 0281 0807 0035
0042 0639 047 0182 0995 07142 -022 0120 0273 0260 0153 0310 0310 0176
0017 0044 0285 0249 0135 0986 0295 005 0,120 0111 -007 0566 07191 0391
026 038 0538 0020 -022 0205 0991 0065 018 003 0068 0156 0365 (0492
] 0015 0449 006 001 0127 0031 0112 0967 0239 0102 007 003 0242 0285 -
10 |o130 0397 0052 0094 033 0161 012 0281 0968 0109 004 -003 0057 (0114
11 0252 0320 0007 0307 0285 0137 004 0117 0136 0955 0049 0138 0272 0093

ok

Al

OO |~ |Cy|n |||

12 -011 0080 07119 -008 0218 -005 0101 -0,10 -008 0068 0858 0,187 0025 0001
13 -001  -001 0363 0267 0329 0548 0240 -002 -0,13 0081 0054 0912 0141 0343
14 -0,03 0261 0046 0339 0369 0228 0331 0202 0071 0265 005 0025 0937 0222
15 -029 0020 0204 0030 07134 0320 0503 0303 0015 000 001 0262 0237 0909
A >
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4.4. Estimating the results of statistical testifgr the compared roundness profiles using
the correlation calculus

Pearson’s correlation coefficients were calculated each set of amplitudes of the
compared roundness profiles using a special computgram, SADCOM [9]. The profiles
were measured by means of:

— non-reference instruments equipped with ROFORMG@WBORM software,

- reference instruments equipped with the SAJD soéiywa

— ZEISS coordinate machines with the CALYPSO software

— Some of the calculation results obtained by applyiRearson’s and Spearman’s
correlation coefficients for the amplitudes of eaelnmonic are provided in Table 6.

Table 6. Pearson’s and Spearman'’s coefficientswétation between the two instruments, the PSAbtha
Talyrond 73, for the amplitudes of each harmonic

Harmonic number Pearson’s coefficientSpearman’s coefficient
2 0.987 0.963
3 0.998 0.995
4 0.998 0.996
5 0.994 0.994
6 0.996 0.995
7 0.987 0.986
8 0.992 0.992
9 0.978 0.967
10 0.975 0.968
11 0.963 0.955
12 0.974 0.958
13 0.917 0.912
14 0.955 0.937
15 0.913 0.909

From Table 6 it is clear that all the analyzed treteships are correlated, which was
denoted by the plus sign (+) at each correlatiogffaxent. The values of the correlation
coefficients show that there is a very high or haginrelation between the amplitudes of the
harmonics that are dominant for the compared roesslprofiles and the amplitudes of the
harmonics that have a significant effect on thdijgréorm (n = 2+10).

For the other amplitudes of each harmonic, theetation is in most cases very high, high
and moderate.

5. Conclusion

The statistical tests show that there exists a Hgirelation between the roundness
deviations as well as the roundness profiles medswith two different methods. The 18 %
accuracy confirms that the analyzed method is Sigittor measuring surface texture under
industrial conditions. Visual comparison of rounsimeprofiles also shows that the tested
instrument can be used for accurate measuremdmtscdrrelation between measured profiles
was very high when the profiles were compared usirfgnction of correlation, i.e. cross-
correlation, Pearson’s correlation and Spearmantsetation. The tests confirm that the
analyzed method can be effectively used for meaguoundness profiles under industrial
conditions.
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